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Quasiparticle (QP) band structures for antiferromagnetic MnO, FeO, CoO, and NiO are calculated within the
GW approximation using wave functions and energy eigenvalues obtained from a generalized Kohn-Sham
scheme with the nonlocal exchange-correlation functional HSEO3 which accounts for screened exchange. This
improved starting point for the exchange-correlation self-energy leads to an efficient solution of the QP
equation and remedies the failure of the GW approach on top of (semi)local Kohn-Sham schemes for these
materials. The resulting band gaps and densities of states (DOS) show good agreement with measurements for
all four oxides. The fit of the results from GGA+ U calculations with an additional scissors shift A to these
benchmark QP DOS allows to reproduce the QP DOS widely.
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I. INTRODUCTION

The electronic structure of the late transition-metal (TM)
monoxides MnO, FeO, CoO, and NiO, which show antifer-
romagnetic behavior below their respective Néel tempera-
tures, has been discussed intensively for many years. Origi-
nally, these oxides, which crystallize in rocksalt structure in
the paramagnetic phase, were thought to be examples of pro-
totypical Mott insulators.! The Mott-Hubbard theory asserts
that electron correlation characterized by the d-d intra-
atomic Coulomb energy U is much larger than the 3d band-
width, thereby giving rise to a gap between the filled and
empty d states. Later, Terakura et al.”> stated that the TM
oxides are not Mott insulators but conventional band-gap
insulators with a fundamental gap created by exchange and
crystal-field splittings,? i.e., due to the long-range magnetic
ordering.? X-ray photoemission spectroscopy (XPS) and
bremsstrahlung isochromat spectroscopy (BIS) experiments
(see, e.g., Refs. 4 and 5) are not conclusive and both pictures
are brought up for their interpretation. The experimentally
observed fundamental gaps are usually considerably smaller
than the predicted Mott-Hubbard U.® Hence, the TM oxides
lie in the intermediate region of the Zaanen-Sawatzky-Allen
phase diagram’ or can be termed charge-transfer insulators.®

It is a widely held belief that conventional band theory
cannot be applied to systems like the late TM oxides because
the resulting band gaps and magnetic moments are consider-
ably smaller than experimental values.® Even the quasiparti-
cle (QP) theory with an exchange-correlation (XC) self-
energy in Hedin’s GW approximation’—the tool of choice
for the determination of electronic excitation properties from
first principles for systems with weak or moderate Coulomb
correlation, such as sp semiconductors—is questioned to be
applicable and suggested to be replaced® by or combined'?
with the dynamical mean-field theory (DMFT). However,
DMEFT requires as a starting point the spin-polarized density-
functional theory (DFT) within a local-density approxima-
tion (LDA) or a generalized-gradient approximation (GGA)
in combination with an empirical Mott-Hubbard parameter
U, the so-called LDA+U (GGA+U) method.!!
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On the other hand, based on LDA/GGA electronic struc-
tures, the QP method has already been used to describe the
band structures of MnO and NiO with reasonable but varying
gaps.'”'* For antiferromagnetic FeO and CoO with a metal-
lic ground state within LDA or GGA,? i.e., TM oxides with
seemingly stronger electron correlation, the conventional QP
method fails. Their electronic structure is even less clear
from the theoretical point of view as well as experimentally.

For these reasons, we calculate QP band structures and
densities of states (DOS) for the antiferromagnetic TM ox-
ides within Hedin’s GW approach following a recently de-
veloped improved procedure:! instead of starting from an
LDA or GGA band structure, one-particle wave functions
and energy eigenvalues are calculated applying the spatially
nonlocal XC potential derived from the HSEO03
functional.!®!” By construction, the HSE03 functional fea-
tures a nonlocal screened-exchange contribution similar to
the GW self-energy itself. Thus, the corresponding general-
ized Kohn-Sham (gKS) equation, which is solved self-
consistently, can be interpreted as a QP equation with a rea-
sonable zeroth approximation to the XC self-energy. It has
been shown for a variety of materials'> that this improved
starting point justifies the calculation of QP corrections
within the first-order perturbation-theory approach G,W, for
materials where LDA(GGA)+GyW,, computations fail. Es-
pecially localized orbitals, as the shallow d states, are de-
scribed much better from the very beginning.

In order to understand the effects of electron correlation in
the improved QP picture more deeply, we consider the
HSEO3+G,W, results as a benchmark and attempt to repro-
duce them within the computationally less expensive and
conceptionally easier GGA+U scheme. The value for the
on-site interaction U is obtained by mimicking the HSEO3
+ Gy W, valence-band DOS, especially the relative position of
the occupied TM 3d states with t,, and e, symmetry and,
hence, the band ordering. An additional scissors shift A rep-
resenting the excitation aspect is required to bring also the
conduction states of the GGA+ U approach in acceptable ac-
cordance with the HSE03+ G(W,, results.

The paper is organized as follows: In Sec. II we summa-
rize the computational details of the performed calculations.
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QP band structures, band gaps, and DOS within the HSEO3
+GyW, approach are presented and discussed in Sec. III.
Further, we compare the obtained DOS to GGA+U+A cal-
culations in Sec. I'V.

II. COMPUTATIONAL DETAILS

All computations have been performed using the Vienna
ab initio simulation package (VASP).!®!° The 4s and 3d elec-
trons of the TM atoms as well as the oxygen 2s and 2p
electrons are treated as valence states. The electronic wave
functions are described using a basis set of plane waves with
kinetic energies up to 315 eV (MnO), 325 eV (NiO), or 400
eV (FeO and CoO), whereas the projector-augmented wave
(PAW) method is employed to set up the wave functions in
the core regions. For the GGA calculations the Perdew-Wang
parametrization?® of the XC functional is used. Intermediate
spin polarization is described by the interpolation scheme of
von Barth and Hedin.?!

In all computations the Brillouin zone is sampled by a
mesh of 8 X 8 X 8 k points which includes the I' point for all
considered materials. The inverse dielectric function and the
matrix elements of the self-energy are determined from the
HSEO3 eigenvalues and wave functions without any adjust-
able parameters.’?> Thereby, the screening function is evalu-
ated taking into account 150 energy bands.

The GGA+U calculations are based on the rotationally
invariant scheme of Dudarev et al.,>> where only the differ-
ence of the on-site interaction and the exchange parameter
U—J enters the total energy. Consequently, all values for U
used here have to be considered as effective values U—J.

The lattice constants for the rocksalt TM oxides in the
antiferromagnetic ordering AFII (stacking of ferromagnetic
planes in [111] direction) are taken from experiments:**-26
8.863 A (MnO), 8.666 A (FeO), 8.499 A (Co0O), and
8.341 A (NiO). Small rhombohedral or tetragonal distor-
tions, as evident from x-ray or neutron diffraction
measurements’*?® below the Néel temperature, have been
neglected.

III. QUASIPARTICLE BAND STRUCTURES
A. HSE03+G(W, approach

Early attempts® describing the TM oxides in a band-
structure approach within the LDA proved that it is possible
to obtain a finite fundamental gap for antiferromagnetic
MnO and NiO. The reasons for the gap opening are the ex-
change splitting between the spin-up and spin-down d orbit-
als in the case of MnO and the crystal-field splitting between
the minority-spin channel 7,, and e, states for NiO. Never-
theless, such an approach fails for CoO and FeO. For these
oxides, the energy gap should occur within the minority-
channel f,, states but a local approach to XC is not able to
open a gap within these states. It is well known that also the
semilocal GGA does not improve the band gaps significantly
above the LDA values in comparison to the large gaps
known from experiment (see, e.g., Ref. 27 or Table II).

Principally, DFT as a ground-state theory should not give
proper QP energy gaps, which are one-particle excitation
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properties. A well-established method to describe excitation
properties of semiconductors and insulators, such as photo-
emission spectra, consists in starting from a Kohn-Sham
(KS) band structure and adding QP corrections in the GW
approach.”3® To this end, the QP equation has to be solved,
what should be done self-consistently, in principle. Although
some approaches to self-consistency exist,!* these schemes
are computationally extremely demanding. The prevailing
way to calculate QP shifts called GyW,, is the solution of the
QP equation in first-order perturbation theory, which yields
reasonable gaps for many materials with a slight tendency to
gap underestimation.'> Applying this approach to MnO and
NiO results in energy gaps which are by far too low com-
pared to the experimental findings (cf. Refs. 13 and 14 and
Table II). The reason for the failure of this approximation
consists in the invalidity of the perturbational treatment of
the QP equation. The perturbation-theory approach is only
justified if the subjacent KS gap has already the order of the
experimental gaps. Indeed, the gap corrections, which are
presumed to be small, amount to more than 80% for MnO
and NiO (see Table II), which is clearly beyond the capabili-
ties of perturbation theory.

The failure of GGA+G,W, for the TM oxides is now
identified not to result from the QP theory itself, but from the
inappropriateness of the subjacent KS approach, which is
based on a (semi)local treatment of XC. To cure this prob-
lem, we use the nonlocal screened hybrid functional HSE03
(Refs. 16 and 17) to describe XC in the gKS equation. This
functional is especially appealing, since it already contains a
statically screened nonlocal exchange contribution which is
an important part of the GW self-energy®® and in large part
responsible for the gap opening. With this in mind, one can
consider the use of the HSEO3 functional as a step toward
self-consistency in the solution of the QP equation.

Another drawback of the LDA/GGA can be remedied us-
ing the HSEO3 functional: local treatments of XC are de-
signed to describe systems with spatially slowly varying
electron density. Despite the fact that these approximations
are quite successful for many sp semiconductors, they tend
to fail, if localized states such as shallow d levels are in-
volved. More precisely, they underestimate the degree of lo-
calization of these states. This should result also in a signifi-
cant change in the wave functions used to determine the QP
corrections. The degree of localization can be demonstrated
by examination of integral quantities such as the local mag-
netic moments at the TM sites (see Table I): in GGA we
obtain results in accordance with previous calculations.”’ As
it is well known, the computed values underestimate the ex-
perimental findings, especially in the case of CoO where the
orbital contribution to the magnetic moment is argued to be
comparably large. However, taking spatial nonlocality into
account within the HSEO3 approach enhances the local mag-
netic moments toward the experimental values.

B. Dielectric constants and fundamental gaps

The values of the fundamental gaps for the series of ox-
ides from MnO to NiO are summarized in Table II. In con-
trast to the GGA results, we find insulating behavior for all
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TABLE I. Local magnetic moments m in upg for the antiferro-
magnetic TM oxides.

MnO FeO CoO NiO
GGA 4.3 34 24 1.3
HSEO3 4.5 3.6 2.7 1.6
GGA+U 4.5 3.6 2.6 1.5
Experiment ~ 4.58% 3.32°,4.2¢ 3359 3.8b¢ 3980 1.90%0

dReference 42.
“Reference 43.
fReference 26.

4Reference 24.
PReference 40.
‘Reference 41.

four oxides applying the HSEO3 treatment of XC in the gKS
equation—i.e., also for FeO and CoO, which are metals in
GGA, a gap opens. In comparison to the GGA gaps the
HSEOQ3 values are significantly larger and prove to be already
of the same order of magnitude as the experimental findings
(cf. Table II). This has also been observed by Marsman et
al.** Thus, the obtained band structures are promising candi-
dates for a QP calculation.

The formation of QPs is governed by the screening reac-
tion of the electron system, i.e., by the inverse frequency-
and wave-vector-dependent dielectric matrix.”3® In the static
and long-wavelength limit the screening properties can be
characterized by the microscopic static electronic dielectric
constant e1'. However, the inversion of the dielectric matrix
yields the so-called macroscopic constants ", where local-
field effects are included according to the Adler-Wiser
relation.*># In Table III we compare the dielectric constants
obtained by evaluating the dielectric matrix in random-phase
approximation (RPA) utilizing the GGA or HSEO03 energy
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TABLE III. Microscopic (™) and macroscopic (M) static
electronic dielectric constants in GGA and HSEO3 as well as ex-
perimental values (Refs. 47 and 48).

MnO FeO CoO NiO
£ (GGA) 8.6 25.5
el (GGA) 8.4 25.3
851(: (HSEO03) 4.1 4.5 4.4 4.7
M (HSEO03) 4.0 4.4 43 4.5
&, (experiment) 4.95 53 5.7

eigenvalues and eigenfunctions, respectively. Due to the
strong gap underestimation in GGA, the absorption onset lies
at much too low energies and the dielectric constants are by
far overestimated. This becomes particularly obvious for
NiO yielding a value of 25.3 in comparison to the experi-
mental result of 5.7. The same behavior is observed for
MnO, although the difference of 8.4 compared to 4.95 is
much smaller. Usually, the RPA dielectric constants in GGA
match well with experimental findings for many
semiconductors,'>3 but the strong gap underestimation in
the TM oxides compared to conventional semiconductors
causes this remarkable overshoot. On the contrary, the
HSEOQ3 dielectric constants are close to the experimental re-
sults (see Table IIT) with a slight tendency to too low values,
a trend also observed for conventional semiconductors.'5 The
smallness of the difference between £ and &.°° in Table IIT
demonstrates the weak influence of local-field effects on the
dielectric properties of the antiferromagnetic TM oxides. Re-
cently, this has also been observed for the optical absorption
spectrum of MnO.*

TABLE 1II. Indirect (ind.) and direct (dir.) energy gaps E, calculated within the GGA+GyW, and
HSEO03+ G, W, approaches in comparison to the lowest gaps EZ,XP from photoemission (photoem.), conduc-
tivity (cond.), or optical absorption (opt. abs.) measurements. The fit parameters for the effective on-site
Coulomb interaction U and the scissors shift A of the GGA+U+A approach are also listed. All values are

given in eV.
MnO FeO CoO NiO

ind. dir. ind. dir. ind. dir. ind. dir.
E, (GGA) 0.7 1.1 0.0 0.0 0.6 0.8
E, (GGA+G,W,) 1.7 2.1 1.1 14
E, (HSE03) 2.6 32 2.1 22 32 4.0 4.1 4.5
E, (HSE03+G,W,) 34 4.0 22 23 3.4 45 4.7 52
EJ® (photoem.) 3.9+042 25+0.3° 43¢
EZ™ (cond.) 3.8..4214 3.6+05°¢ 3.7
E;® (opt. abs.) 36...3.8¢ 2.4h 2.8, 5.431 3.7%, 3.87
U 2.0 3.0 3.0 3.0
A 3.0 1.5 25 2.0

4Reference 4.

PReference 28.
‘Reference 29.
dReference 30.
“Reference 31.
fReference 32.

gReference 33.
hReference 34.
Derived from Fig. 1 of Ref. 35.
JReference 36.
kReference 37.
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FIG. 1. (Color online) QP band structures for MnO (a), FeO (b), CoO (c), and NiO (d). Red dots denote the QP energies obtained within
GoW, on top of the HSEO3 calculation (black lines). The VBM is used as energy zero for both the HSEO3 as well as the QP bands.

Solving the QP equation with the improved starting point
of HSEO3 eigenvalues and wave functions opens the funda-
mental gaps even further. In principle, the calculated indirect
QP gaps should compare with the results from XPS/BIS-
derived values, while a detailed analysis of the optical gaps
requires a further discussion concerning optically allowed or
forbidden transitions> and excitonic effects.*® However, also
the combination of XPS and BIS results to obtain gaps is
difficult for these materials due to the Fermi-level alignment
and the extremely low DOS at the onset of the conduction
bands (see Sec. III D).

For MnO the inclusion of QP shifts yields a substantial
gap opening of 0.8 eV. The calculated gap matches experi-
mental findings from photoemission, conductivity, and opti-
cal absorption measurements. Also for NiO a comparably
large gap opening occurs, resulting in an indirect gap of 4.7
eV, somewhat larger than the photoemission gap of 4.3 eV. In
the case of FeO, the HSEO3 already seems to give a good
estimate for the gap, since the additional opening of 0.1 eV
due to the solution of the QP equation is quite small. For
comparison with measurements, only the gap derived from
optical absorption of the nonstoichiometric wiistite phase is
available, but this value is still in good agreement with our
results. For CoO the experimental situation is quite unclear,
since the derived gaps span a large energy range hampering
comparison. A more detailed discussion of the whole one-
particle spectra in comparison to photoemission data follows
in Sec. III D.

C. Band structures and QP shifts

In Fig. 1 the QP band structures of the TM oxides in the
HSEO03+G,W, approach are plotted. The band structure of

MnO including the rhombohedral distortion of the unit cell
has been published previously.*® All studied materials are
indirect semiconductors. In MnO and NiO, the valence-band
maximum (VBM) is located at the T point, while it can be
found at F in CoO. In FeO the topmost occupied band is
almost dispersionless. The highest valence bands of all four
oxides are dominated by TM 3d states with some admixture
of O 2p character. Consequently, they are strongly localized
and show little dispersion. The conduction-band minimum
(CBM) can be found at I' in all studied materials. The
parabola-shaped lowest conduction band exhibits a compara-
bly strong dispersion and features TM 4s character at I'.
Above this s-like band, the nearly dispersionless unoccupied
TM 3d states can be found.

A detailed analysis of the QP shifts with respect to the
gKS starting point is interesting for the understanding of
electronic excitations in systems with localized d electrons.
In Fig. 2 we compare the QP shifts on top of the GGA and
HSEOQ3 band structures. In order to analyze the effects of the
QP approach for the TM oxides in more detail, the shifts in
Fig. 2 are classified with respect to their orbital character,
i.e., they are labeled as d if the contribution of d states ex-
ceeds 50% and as sp otherwise. First, one observes that the
semicore O 2s states shift by approximately 1 eV (MnO) or
0.5 eV (NiO) if GW corrections are applied on top of a GGA
band structure, whereas they remain almost unshifted for all
four TM oxides if the HSEO3 functional is used in the sub-
jacent gKS equation. Hence, one can conclude that an
HSEOQ3 treatment of such deep-lying localized states is supe-
rior to the GGA. Also the spreading of the QP shifts for the
valence-band O 2p states is reduced for the HSEO3 func-
tional compared to GGA. Another feature that is also visible
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in the band structures is the strong upward shift of the unoc-
cupied d states compared to the empty sp states. Thus, the
additional gap opening proves to be quite small, whereas the
position of the d peaks in the conduction-band DOS is sig-
nificantly modified by the QP effects. On the whole, the
shifts are strongest in MnO, which is in accordance with the
expectations, since the difference between the HSEO3 and
the experimental gap is largest for this material. Altogether,
the QP shifts are much more character dependent than the
ones observed for sp semiconductors.'?

(eV) € (eV)

oks EcBm

D. Densities of states

In Fig. 3 we compare the QP DOS of the four antiferro-
magnetic TM oxides within the HSE03+G,W,, approach
with experimental XPS and BIS spectra. Additionally, the
DOS have been projected onto the TM orbitals with #,, and
e, symmetry, respectively. For comparison, it has to be noted
that in the XPS spectra the photoionization cross sections for
the oxygen p states are much lower than those for the TM d
states. Hence, the partial DOS of the latter is predominantly
probed by the experiments. Good agreement of the main

FIG. 3. (Color online) DOS
for MnO (a), FeO (b), CoO (c),

and NiO (d) in the HSEO03
+GyW, approach (middle panel)
compared with experimental XPS

and BIS spectra (Refs. 4, 28, 29,
and 51) (upper panel). In the
lower panel the DOS obtained by
using the GGA+U method with
an additional scissors shift A is
shown. In the calculated spectra
the contributions of the TM d
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FIG. 4. (Color online) DOS (solid line) for MnO (a), FeO (b), CoO (c), and NiO (d) calculated with different values for U in the GGA+ U
scheme without an additional scissors shift. The contributions of the TM 3d states with 1,, (dark shaded) and e, (light shaded) symmetry are
shown as well. A Gaussian broadening of 0.6 eV full width at half maximum is applied to all curves and the top of the valence bands is taken

as energy zero.

peaks in the calculated DOS is found with respect to the
prominent peaks in the experimental spectra.

For MnO (see also Ref. 49) the occupied as well as un-
occupied 3d states match peaks or shoulders in the measure-
ments. Especially the high-energy shoulder and the main
peak of the XPS spectrum can be identified as the #,, and e,
peaks of the occupied d states. The main feature of the BIS
spectrum, a very broad peak between 6 and 9 eV, is due to
the unoccupied d states and agrees with our calculated DOS.

In the case of NiO, the double-peak structure of the
valence-band DOS is well reproduced, while the unoccupied
3d e, states lie about 1 eV too high in energy. The same
overestimation of the energetical position of the unoccupied
e, bands has been also obtained by Faleev er al.'* in their
self-consistent GW calculation. Such an effect might be due
to the neglect of vertex corrections in the XC self-energy.’

The agreement between our findings and the quite feature-
less measured spectra of CoO, which exhibit a large experi-
mental broadening, proves to be good. The partial DOS of
the valence d states shows the same decrease going to lower
energies as the XPS spectrum. The corresponding BIS spec-
trum exhibits just one extremely broad peak which matches
the position of the double peak caused by the unoccupied #,,
and e, states. The photoemission gap of 2.5+0.3 eV de-
rived by Elp ef al.?® from their experimental spectra [see Fig.
3(c)] is lower than our calculated value. This might be a
consequence of the large experimental broadening (1.0 eV
for the XPS and 0.8 eV for the BIS) inherent in the measured
spectra.

For FeO we obtain the peak positions in the valence-band
region in agreement with the XPS spectrum. The broad
shoulder near the VBM is caused by the very flat Fe 3d 1,,
band [see Fig. 1(b)]. Both 1,, and e, states contribute to the
most pronounced peak in the XPS spectrum. Also the
plateau-like behavior at lower energies can be explained.
However, the unoccupied states seem to lie at too high ener-
gies in comparison to the BIS spectrum. Unfortunately, Zim-
mermann et al.>' did not derive a value for the fundamental
gap from their experimental data. Nevertheless, optical

measurements>* indicate—in accordance with our results—a
band gap of 2.4 eV, which is much larger than the gap one
would estimate from the alignment of the XPS and BIS spec-
tra in Ref. 51.

As it is visible from the band structures in Fig. 1 and the
DOS in Fig. 3, the valence-band states are dominated by flat
TM 3d and dispersive oxygen 2p bands. In the region around
the VBM the contribution of the latter is minor, but not neg-
ligible. In the energy range above the CBM, on the other
hand, unoccupied TM 3d bands as well as states that show
predominantly TM 4s symmetry at " can be found. The low-
est conduction band features a significant dispersion in the
surroundings of the Brillouin-zone center. This fact should
be taken into consideration in the derivation of gaps from
XPS/BIS spectra, since the s states, due to their very low
DOS in comparison to the d states, are almost invisible in
BIS measurements.

IV. COMPARISON TO THE GGA+U+A APPROACH

The observation of a gap opening in the HSEO3 approach
for the oxides CoO and FeO asks for a more detailed discus-
sion in terms of strong correlation on the 3d shell and its
relation to the calculation of one-particle excitation spectra.
The most pronounced effects occur for the minority-spin 7,,
states, whose occupation increases gradually from MnO to
NiO. GGA already yields a gap for MnO and NiO, since they
exhibit completely empty or filled minority-channel 1,,
bands, respectively. On the contrary, the Fermi level lies
within these states in CoO and FeO, where the by, orbitals are
only partially occupied. The improved treatment of XC in the
HSEO03+G,W, approach splits the 7,, bands in accordance
with their occupancies, due to the included screened ex-
change. Correspondingly, the energy ranges below the VBM
and above the CBM exhibit large #,, contributions.

In order to shed light on the electron interaction in the 3d
shell, the DOS has also been calculated within the GGA
+ U method. The results are depicted in Fig. 4. The U param-
eter can be interpreted as a spatially nonlocal interaction af-
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fecting the strongly localized TM d states. In the approach of
Dudarev et al.? the thereby introduced additional term in the
XC potential possesses the form of an intra-atomic orbital-
dependent screened-exchange-like interaction. Now, the
question arises how the value of the parameter U has to be
determined. By varying this parameter, it is possible to shift
the occupied d states in the DOS downward in energy by
several eV, whereas the empty d states are shifted upward as
it is visible in Fig. 4. Choosing large values of U, as typically
suggested in literature (see, e.g., Refs. 6 and 11), results in a
complete reordering of the excitation spectrum, which is in-
consistent with the observations from XPS measurements
(cf. Fig. 3). More precisely, the occupied d states are shifted
downward in energy with respect to the GGA. In that case,
the energy range below the VBM is mainly determined by
O 2p states, which is clearly in contradiction to experimental
findings. Moreover, such a procedure does not cause the fun-
damental gap to open sufficiently to obtain agreement with
experimental results for all of the studied compounds. This is
due to the admixture of O 2p states to the highest valence
bands and the s-like conduction band forming the CBM.
Both are only indirectly and, therefore, hardly influenced by
the on-site interaction.

On the contrary, a small U—lying in the same order of
magnitude as the bandwidth of the minority-channel 7,,
bands—Ieads to valence-band DOS in good agreement with
the findings from experiment and our HSE03+GyW,, calcu-
lations. Therefore, we choose a value for U (cf. Table II)
which allows us to mimic the DOS for the valence bands as
obtained from the HSE03+GyW, approach. Applying this
procedure restricts us to an accuracy of ~1 eV in the deter-
mination of U. Getting the correct position of the conduction
bands requires an additional parameter, the scissors shift A,
which is a consequence of the excitation of QPs. The scissors
shift, as the simplest approach to QP corrections, allows to
bring also the position of the conduction states, at least the
ones derived from TM d states, in accordance with the ex-
perimental and HSEO03 + G W, results. The overall agreement
between the HSE03+ GyW, and the GGA+ U+ A DOS is sur-
prisingly good (see Fig. 3). The relative position and weight
of the t,, and e, bands in GGA+U+A matches the results of
the more sophisticated computation very well. Nevertheless,
one has to keep in mind that this procedure, though compu-
tationally very cheap, cannot replace a proper ab initio QP
calculation, since it contains two fitting parameters U and A.

The need for both parameters, U and A, to reproduce the
QP electronic structure of the HSE03+GyW,, approach sug-
gests that the on-site interaction U, typically used to charac-
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terize strongly correlated systems, as well as the pure exci-
tation aspects, as described by the scissors shift A, have to be
taken into account likewise to describe the one-particle exci-
tation spectra of the TM oxides accurately.

V. SUMMARY AND CONCLUSIONS

We have studied the QP band structures of the transition-
metal oxides MnO, FeO, CoO, and NiO in their antiferro-
magnetic phase. Going one step beyond the usual method of
calculating QP corrections in GyW,, on top of an LDA/GGA
band structure, we start from the nonlocal hybrid functional
HSEO3. The HSEO3 functional features a screened-exchange
contribution and can, therefore, be regarded as a first step
toward self-consistency in the QP equation, since such a
screened exchange is a major contribution to the GW self-
energy. Furthermore, the nonlocality of the HSEO3 func-
tional accounts much better for the strong localization of the
TM 3d states and the nonlocality of the electron-electron in-
teraction than a local treatment of XC in the KS equation.

Within this approach we obtain band structures which
clearly indicate insulators with fundamental gaps matching
the experimental findings. Moreover, we are able to calculate
DOS in good agreement with XPS and BIS measurements.
Hence, the failure of predicting correct band structures is
attributed not to the GW approach itself, but to its perturba-
tive treatment starting from (semi)local XC functionals.

For a better understanding of the underlying mechanisms
which open the gaps, we have approximated the energy ei-
genvalues and eigenfunctions by those of a GGA+U calcu-
lation with an additional scissors shift A. U and A have been
adjusted to reproduce the more sophisticated HSEO03+G,W,,
DOS. The resulting values for U and A, which are of the
same order of magnitude, are interpreted to indicate that both
aspects, strong Coulomb repulsion on the 3d shell as well as
excitation-dominated gap opening, have to be taken into ac-
count simultaneously. Such a GGA+U+A approach proves
to be able to reproduce the experimental as well as the QP
spectra, but contains two fit parameters. These parameters
have to be determined by means of an ab initio QP calcula-
tion.
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